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ABSTRACT
A talk with two parts covering three modalities. In the first part, I
will talk about NLP Beyond Text, where we integrate visual con-
text into a speech recognition model and find that the recovery
of different types of masked speech inputs is improved by fine-
grained visual grounding against detected objects [2]. In the second
part, I will come Back Again, and talk about the benefits of textual
supervision in cross-modal speech–vision retrieval models [1].
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