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● Combine the power of in-weights 
learning with in-context adaptation 
through retrieval augmentation


● Given a datastore of facts, 
knowledge, documents, etc.


○ Combine the most relevant items 
from the datastore     with the input 
    for your task

2

Retrieval Augmented Generation

Izacard and Grave. EACL 2021. Leveraging Passage Retrieval with Generative Models for Open Domain Question Answering.
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Multimodal Retrieval Augmentation

a white polar bear laying on top of a rock 

a brown bear sleeping on a big rock 

a dog is sleeping on a rock 

a white bear sleeping on a rocky ledge 

a white bear is laying out on the rocks 

IMAGE NEAREST CAPTIONS

?
GENERATED CAPTION

● Combine the most relevant items from the datastore with the input
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Multimodal Retrieval Augmentation

a white polar bear laying on top of a rock 

a brown bear sleeping on a big rock 

a dog is sleeping on a rock 

a white bear sleeping on a rocky ledge 

a white bear is laying out on the rocks 

IMAGE NEAREST CAPTIONS GENERATED CAPTION

a white polar bear laying on top of a rock 

a brown bear sleeping on a big rock 

a dog is sleeping on a rock 

a white bear sleeping on a rocky ledge 

a white bear is laying out on the rocks 

a white polar bear 
sleeps on a rock

● Combine the most relevant items from the datastore with the input
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● Train lightweight image captioning models using frozen backbones

○ CLIPCap (Mokady et al. 2021), I-Tuning (Luo et al. 2023)


● … and using retrieval augmentation to assist the decoder
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Our Motivation

Mokady et al. 2021. ClipCap: CLIP Prefix for Image Captioning. 
Luo et al. ICASSP 2023. I-Tuning: Tuning Frozen Language Models with Image for Lightweight Image Captioning.

Only train 
this!

Pretrained  
Image Encoder

Pretrained  
Language DecoderMapping



1. Lightweight RAG Captioning
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Overview

2. Lightweight Multilingual Training

4. Understanding Multimodal RAG3. Image-blind captioning

👀



SmallCap: Lightweight Image Captioning Prompted with Retrieval 
Augmentation
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R. Ramos B. Martins Y. KementchedjhievaD. Elliott

CVPR 2023



● Given the success of retrieval augmented generation, can we extend 
this to multimodality with a lightweight training paradigm?
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Lightweight Training trough Retrieval

Pretrained  
Image Encoder 

(CLIP)

Pretrained  
Language Decoder 

(GPT-2)
Mapping
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SmallCap Model
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SmallCap Model
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Prefix

Retrieved

Suffix



● Build a datastore with high-dimensional dense vectors

○ FAISS: Facebook AI Similarity Search for nearest-neighbor search

○ Captions of images represented with CLIP embeddings


● Retrieve k nearest-neighbours captions from datastore

○ Image embedding compared against datastore caption vectors
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Retrieval System

Johnson et al. IEEE Big Data 2019. Billion-scale similarity search with GPUs. 
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Trained Cross-Attention Layers

● Autoregressive Transformer 
LMs only contain a multi-head 
self-attention mechanism 

● We insert a randomly initialized 
cross-attention mechanism to 
attend to the visual encoder 
output embeddings

C
LS



● Pretrained CLIP-ViT-B/32 and GPT/OPT backbone models

● Randomly initialize the cross-attention layer

● Train only on COCO in only 8 hours on 1 x 40GB NVIDIA A100 GPU
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Experimental Setup

Attention rank Params

d=64 (Full) 22M

d=16 7M

d=8 3.6M

d=4 1.8M

Wi
K ,Wi

Q ,Wi
V 

∈ Rd_encoder x d

Low-rank  
cross-attention
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Results

● Outperform other 
lightweight approaches


● Effective with low-rank 
matrices: 4,8,16 << 64


● Larger pretrained 
decoders further improve 
performance 
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Importance of Retrieval Augmentation

● With retrieval: 
○ Performance is stable across the 

range of cross-attention sizes

● Without retrieval: 
○ Drop in performance 
○ SmallCap model performance 

degrades at a higher rate 
 

     
    
   

Full rank



● SmallCap was trained on 
COCO but we can easily 
swap the datastore
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Training-Free Domain Transfer

ClipCap

CaMEL 

41.2

55.2

28.3

37.6

12.5

20.7

SmallCap 60.6 55.0 28.4

Flickr30k VizWiz MSR- 
VTT

COCO VizWiz
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Qualitative Example from VizWiz
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Qualitative Example from VizWiz
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Qualitative Example from VizWiz

“swanson” does not appear anywhere in the COCO training dataset



Q: What about multilingual captioning?
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PAELLA: Parameter-Efficient Lightweight Language-agnostic Captioning Model
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Findings of NAACL 2024

R. Ramos B. Martins D. ElliottE. Bugliarello



● Common approach in the literature is to machine translate and train
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Multilingual Image Caption Training

● 113k images

○ 5 english captions

● 113k images

○ 5*35L captions

19

COCO COCO-35translate

EN

~ 566k samples

 ~ 19M samples



● Only train on a subset of COCO-35:

○ Sample uniformly across 35 languages

○ Match the size of the English COCO dataset  

20

Data-Efficient Multlingual Training

20

COCO-35

 ~ 19M samples

~ 566k samples
downsampled

➔ Compensate with retrieved examples
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PAELLA Model

Image Encoder

Retriever
Imágenes similares muestran

|| (retrieved captions in spanish) 

Un título que puedo generar para 
describir esta imagen en español : 

Immagini simili mostrano

|| (retrieved captions in spanish) 

Un título que puedo generar para 
describir esta imagen en español  

Similar images show

a big metal pan with …
a big pretty dish …
a dish of assorted …

A caption I can generate  
to describe this image  
in English is:

LMMapping 
Network

🧊

🧊🔥

en

it

es

acercamiento de una paella con 
camarones dentro de una olla. 

es

piatto di paella con decorazione di 
gamberi e cozze. 

it

una gran cacerola de …
un gran plato … 
 

es

Top-k

🧊

una grande padella …
un grande piatto … 

it

a big metal pan with …
a big pretty  dish …
a dish of assorted …

en

Per-language Prompt Template

macro shot of seafood paella  
en
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Experimental Protocol

● Encoder: Multilingual CLIP

● Decoder: XGLM-2.9B


● Training data: 

○ 566K captions sampled from COCO-35


● Evaluation: XM-3600

○ 3600 geographically-diverse images

○ 36 languages with 100 captions per image

○ 5 low-resource languages (L5):


■ Bengali, Cusco Quechua,  
Maori, Swahili, Telugu

Example training images from COCO

Examples evaluation images from XM3600
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Results

Data Trained 𝚹 L36 L5

PaLI 12B 17B 53.6 -

mBLIP: mT0-XL 489M 124M 28.3 7.9

BB+CCCOCO-35 + CC-35 135M 800M 28.5 22.4

Lg COCO-35 19M 2.6B 15.0 12.5

PAELLA 566K 30M 26.2 20.7

23.4mBLIP: BLOOMZ-7B 135M 800M 6.7

PAELLA is competitive against models with 35-863x more 
training data, and 4-87x more trained parameters



● PAELLAmono is a variant trained on 566K examples in English COCO


● Outperforms Lg trained on 19.8M examples in the machine translated 
COCO-35 dataset

24

Zero-shot Multilingual Transfer

Lg: Thapliyal et al. COCO-35 19M 2.6B 15.0 12.5

PAELLAmono
566Ke

n
30M 15.5 12.1

Data Trained 𝚹 L36 L5



25

Qualitative Example



Q: Do you even train?
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LMCap: Few-shot Multilingual Image Captioning by Retrieval 
Augmented Language Model Prompting

27

Findings of ACL 2023

R. Ramos B. Martins D. Elliott



● Enable models to “communicate” with each other through their 
output labels, prompting, and ranking

28

Socratic Models

Zeng et al. (2023). Socratic Models: Composing Zero-Shot Multimodal Reasoning with Language. ICLR.
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Zeng et al. (2023). Socratic Models: Composing Zero-Shot Multimodal Reasoning with Language. ICLR.

detect things
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Zeng et al. (2023). Socratic Models: Composing Zero-Shot Multimodal Reasoning with Language. ICLR.
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What does it mean to only understand 
symbols as defined by other symbols?

👀



● Prompt with N-shot examples 
of transforming captions into 
the target language

30

Multilingual Captioning with Retrieval Augmentation

detect things

generate captions

re-rank
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Multilingual Captioning with Retrieval Augmentation

detect things

generate captions

re-rank



● XGLM Language Model 564M - 7.6B params

● Multilingual CLIP (LAION) 
● Experiments on XM3600 (Thapliyal et al. 2022)


○ 100 images in 36 languages


● No training or fine-tuning on any captioning data.

31

Experimental Setup

Thapliyal et al. (2022). Crossmodal-3600: A massively multilingual multimodal evaluation dataset. EMNLP.
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Results

Competitive performance 
compared to supervised models

Need at least 2.9B parameter 
decoder for multilingual generation



two people and a kid skiing along a trail


an adult and two children are cross country skiing


two men and a little boy are skiing on a snowy spot


two adults on skis with a child on skis between them

33

Qualitative Example

More examples in the paper

Retrieved Examples



two people and a kid skiing along a trail


an adult and two children are cross country skiing


two men and a little boy are skiing on a snowy spot


two adults on skis with a child on skis between them

33

Qualitative Example

More examples in the paper

ENG: two people and a kid skiing along a trail 

ESP: dos hombres y un niño esquiando en una pista de nieve 

ZHO: 两个⼤⼈和⼀个⼩男孩在雪地上滑雪

Retrieved Examples

Generated Captions



Q: How does all of this work?

34



Understanding Retrieval Robustness for Retrieval-augmented Image 
Captioning

35

ACL 2024

R. Ramos D. ElliottJ. Li R. TangW. Li



● In Ramos et al. CVPR 2023, we 
observed the power of in-context 
learning and retrieval-augmentation


● But what is happening here? 


● How is the model using the 
retrieved captions?

36

Revisiting Swanson Soup



● Is SmallCap sensitive to the 
quality of the retrieved captions?


○ Top-ranked items

○ Random items

○ Lower-ranked items

37

Measuring Robustness

Question: If the model is so affected by random captions, then is it 
more like a paraphrasing model that ignores the visual content?



● Given a list of     retrieved captions, we can create an ordered list of 
the frequency that each unique token appears in the captions:

38

Majority Token Analysis

● Majority Token: If token      appears at least          times, then we 
define it as majority token in the retrieved captions: 
 



● Majority Token: 
 

39

Majority Tokens Example

R2: An older woman in a wheelchair holding a white teddy bear
R3: A man and a woman sit holding a teddy bear

R1: Three people skiing through a forest

Majority Tokens: “teddy”, “bear”, “woman”



● With Majority Tokens, we can force an experimental setup with known good or 
known bad retrieved captions


● Force an asymmetry:

○ 2 Good captions ~ 1 Bad caption   ⇒ useful majority tokens?

○ 1 Good captions ~ 2 Bad captions ⇒ harmful majority tokens? 

● Good: high-ranked caption Bad: random caption

40

Known Good / Known Bad Captions
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40

Known Good / Known Bad Captions

● Results

○ 2 Good ~ 1 Bad: 86% of generated captions contain a majority token

○ 1 Good ~ 2 Bad: 21%



Prefix Retrieved Suffix Decoded

41

Integrated Gradients Input Attribution

● Which input tokens are most/least important in the model output?

M
od

el
 g

en
er

at
io

n 
st

ep

Sundararajan et al. ICML 2017. Axiomatic Attribution for Deep Networks. 



● What can we learn about 
SmallCap by inspecting what it 
attends to in the textual and 
the visual inputs?


● Track the location of the 
maximally-attended inputs

42

Self- and Cross-Attention Analysis

C
LS
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Self-Attention Analysis

<S>
Prefix

Retrieved

Suffix

BOS

Generateda person working …
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Self-Attention Analysis

<S>
Prefix

Retrieved

Suffix

BOS

Generateda person working …

Self-attention is 
maximally attending 

to the BOS token
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Cross-Attention Analysis

The cross-attention layers 
focus on the “summary” 
image CLS embedding
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Cross-Attention Analysis

The cross-attention layers 
focus on the “summary” 
image CLS embedding

Cross-attention to image 
patches only emerges at 
the final layers of the LM



● Given that the model appears to be strongly guided by retrieved 
captions, can we train the model to be less reliant on this?


○ Yes! We can create less-perfect retrieval lists during training 

● Sample-K: randomly choose    /    retrieved captions


● C-Sample-K: only use the most relevant caption, and   -1 randomly 
sampled captions in the prompt
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Improving Robustness

Hoang et al. 2022. Improving robustness of retrieval augmented translation via shuffling of suggestions. 
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Experimental Protocol

● Encoder: CLIP ViT-B/32

● Decoder: OPT-125M


● Training data: MS COCO 
 


● Evaluation with CIDEr

○ MS COCO

○ VizWiz

○ NoCaps

Example evaluation images from the NoCaps dataset
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In-Domain Results

Improved performance with smaller retrieval sets
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Out-of-Domain Results

Improvements in two out-of-domain datasets
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Qualitative Examples



Wrap-up
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● How many of these observations apply to visual prefix models?

○ I think we will still observe the problems associated with majority tokens


● What is the best way to construct N-shot examples for mRAG?

○ Demonstrate the diversity of the tasks / target languages / visual inputs


● When will we have usable multimodal ICL for multimodal RAG?

○ We have been trying to make progress on this with ImageChain

51

Open Questions



● Retrieval-augmentation is a powerful approach to building 
lightweight image captioning models that can easily adapt to new 
domains


○ Improve lightweight trained models

○ Improve zero-training models

○ Enable zero-shot multilingual transfer


● Open questions about how to make RAG-based models more 
robust and reliable in practice
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Final Conclusions
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