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● It is important to work with resources that represent the diversity of 
the cultures for reasons of heritage, inclusion, and equal evaluation
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The Rise of Culture x Multimodality

Density map of geographical distribution of images 
in ImageNet (DeVries+, 2019)

So how should we collect resources?

Lack of WordNet concept coverage in multilingual 
Wikipedia articles (Liu+ 2021)



1. Mined from existing 
data sources 

2. Created from scratch
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Two Basic Types of Resource
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Data Miner Detectorist Permaculturist Baroque

Large-scale 
extraction

Focused search 
for artefacts

Minimal 
intervention

Painstaking 
design

Four Collector Stereotypes



1. Scope 
What type of data are you aiming to collect?


2. Annotator Relationship 
How are you working together?


3. Images 
What type of images?


4. Texts 
What type of texts?


5. Tooling
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Five Key Factors



Multi30K (2015) MaRVL (2021)

FoodieQA (2024) Kaleidoscope (2025)
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Use Cases



● What type of data are you aiming to collect? 

● Does your dataset come from a broad collection of concepts / 

domains, or is it a deep dive into a specific subject matter?

7

1. Scope

Broad Deep

FoodieQAWiT

Multi30K

LAION

Kaleidoscope

CulturalVQA

MaRVL
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Multi30K: Replicate

A brown dog is running 
after the black dog.

Ein schwarzer und ein 
brauner Hund rennen auf 
steinigem Boden 
aufeinander zu
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MaRVL: Concepts beyond ImageNet
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FoodieQA: Fine-grained Chinese Food
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Kaleidoscope: Exams
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● What is the relationship between the collectors and the team? 

● Are you working together towards a shared goal, or are they hired?

2. Annotator Relationship

Hired Volunteers

FoodieQA

Multi30K LAION

Collaborators Indirect

Kaleidoscope

CulturalVQA

MaRVL
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Multi30K: Hired

Source: machine translated extract from crowdworker discussion forum about our crowdsourcing task.
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Multi30K: Speculations

Source: machine translated extract from crowdworker discussion forum about our crowdsourcing task.



● Open-science collaboration 
with an incredible community of 
early-career scholars


● Co-authorship offered in 
exchange for collecting data 
above a threshold
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Kaleidoscope: Collaboration



● What type of images are in your resource?

● From which sources are you collecting them?

● What are the licenses of the images?

● How are you protecting PII?
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3. Images

Types Sources

Web Scrape

Photos

Not Photos

Private Data

Curated
Kaleidoscope

Multi30K
FoodieQA

LAION
Multi30K

MaRVL

MaRVL

CulturalVQA
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FoodieQA: Private Images
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Kaleidoscope: Eight Image Types



● What type of text are you collecting?

● Where are you getting the text from?

● Which languages are you covering and why?
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4. Texts

Types Sources

Crowdsourced
Sentences

Questions

Generated

NaturalKaleidoscope
CulturalVQA

MarVL

Multi30K
FoodieQA

CulturalVQA
Multi30K

Kaleidoscope

XM3600
LAION

FoodieQA

LAION



● The texts were created by 
exam-board professionals for 
educational purposes
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Kaleidoscope: Natural Questions



● The fine-grained taxonomy and careful labelled meant that we 
could automatically create questions using templates
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FoodieQA: Procedural Single-Image QA

<dish>是哪个地区的特⾊菜? (What region is <dish> a specialty dish of?)

<dish>是哪个地区的特⾊美⻝? (In which region that <dish> is a local specialty?)

去哪个地⽅游玩时应该品尝当地的特⾊美⻝<dish>? Which place should you visit to taste the local 
specialty food <dish>?



● Which platforms are you using to create your resource?

● Are you relying on re-usable tools or is your pipeline custom-built?
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5. Tooling

Re-usable Custom

MarVL

Multi30K

FoodieQA

Kaleidoscope
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● Two basic types of data in Culture x Multimodality

○ Data that is mined from something that already exists

○ Data that is created from scratch given a few ingredients and tools


● Lots of factors to keep-in-mind when we are creating a high-quality 
resource that will be re-used by hundreds–thousands of people


● Remember: not all data should be extracted (Bird, 2021)
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Conclusions

Steven Bird. LT4All!? Rethinking the Agenda. EMNLP 2021 Keynote.
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